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a  b  s  t  r  a  c  t

An  approach  that  is  commonly  used  for calculating  the  retention  time  of  a  compound  in GC departs
from  the  thermodynamic  properties  �H, �S  and  �Cp of  phase  change  (from mobile  to stationary).  Such
properties  can be  estimated  by using  experimental  retention  time  data,  which  results  in a  non-linear
regression  problem  for non-isothermal  temperature  programs.  As  shown  in this  work,  the  surface  of
the objective  function  (approximation  error  criterion)  on the  basis  of  thermodynamic  parameters  can
be divided  into  three  clearly  defined  regions,  and solely  in  one  of  them  there  is a  possibility  for  the
eywords:
arameter estimation
nitialization method
as chromatography
hermodynamic properties
etention time

global  optimum  to  be  found.  The  main  contribution  of  this  study  was  the  development  of an  algorithm
that  distinguishes  the different  regions  of  the  error surface  and  its use  in  the robust  initialization  of  the
estimation  of  parameters  �H, �S and  �Cp.

©  2015  Elsevier  B.V.  All  rights  reserved.
ptimization

. Introduction

Different approaches have been proposed for predicting reten-
ion time of compounds in a capillary column in gas chromatogra-
hy, and the main one is based on thermodynamic properties (�H,
S and �Cp) of analytes [1–6]. The estimation of these parame-

ers in gas chromatography can be obtained by isothermal runs,
nd such estimate presents analytical solutions [7,8]. Another way
o estimate these parameters is through the use of different tem-
erature ramps, which can considerably reduce the number of
xperiments [9]. In this case there is no analytical solution, and
he problem must be solved with the aid of numerical methods,

sing non-linear optimization techniques in order to estimate the
arameters from a number of temperature programs [10,11]. So
s to solve the non-linear optimization problem, different routines

∗ Corresponding author.
E-mail addresses: carlos.claumann@prosgrad.ufsc.br (C.A. Claumann),

zibetti@gmail.com (A. Wüst Zibetti), ariovaldo.bolzan@ufsc.br (A. Bolzan),
icardo.machado@ufsc.br (R.A.F. Machado), leonel.t.pinto@ufsc.br (L.T. Pinto).

ttp://dx.doi.org/10.1016/j.chroma.2015.10.072
021-9673/© 2015 Elsevier B.V. All rights reserved.
can be used, and for each class of problem a specific method may
be preferable. Among some of these routines, those based on dif-
ferential calculus, and those based on computational intelligence
can be mentioned [12–16]. These procedures may present different
performances in terms of convergence speed, and, proportionally,
the number of assessments of the objective function. The methods
based on differential calculus show strong dependence on initial
conditions (initial guess), or the starting point of the algorithm. This
dependence on initial condition means that the optimal solution is
not guaranteed most of the time, which requires several evalua-
tions with different initial conditions from the modeler. Nonethe-
less, such methods may  be able to converge quickly, depending
on how the problem in question was proposed, on the type of
objective function, and a good initial guess. Thus, the choice of a
starting point determines how quickly the algorithm converges to
a solution. However, some methods based on artificial intelligence
are more robust in terms of initial conditions, but can be, in some

cases, highly demanding, computationally [17,18]. Similarly to the
calculus-based methods, there is a strong need for checking conver-
gence. In both cases, repeated assessments of the process are com-
mon practice among modelers in the search for the global optimum.

dx.doi.org/10.1016/j.chroma.2015.10.072
http://www.sciencedirect.com/science/journal/00219673
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In this light, one way to increase performance for parameter
stimation is to improve the initialization of the calculations-based
ethods. Thus, robustness and convergence to the global optimum
ith a small number of objective function evaluations would be

btained. The robust initialization (proposed in this paper) consists
f finding out which region is closer to the global optimum. In this
ase, it is necessary to know the particularities of the surface of
he objective function with respect to the parameters that need
djustment.

This work demonstrates that the approximation error of the
bjective function can be split into different regions, according to
ariations of the values of thermodynamic parameters. There are
asically three main regions, and only in one of them is there a
ossibility for the global optimum to be found.

As will be shown, an error criterion (for example, the sum of
he square error) can assume very high values, or tend toward

 constant value, depending on the considered area in terms of
hermodynamic parameters. Such areas indicate large and small
arametric sensitivity, respectively.

The main contribution of the work we have put forth is the
athematical proof that the error criterion can be divided into

hree specific regions, only one of which shows a possibility for
he global optimum to be found. Another important contribution
as the development of an algorithm that discriminates between

he different regions of the error criterion surface, as well as the
evelopment of a strategy for initializing parameter estimation,
hus generating a point exactly in the region where the global opti-

um can be found. This helps establish the possibility for robust
nitialization for the estimation of parameters �H, �S  and �Cp.
dditionally, the regions found can be used for defining restrictions
elated to the problem of parameter estimation. Moreover, both the
athematical proof and the definition of these regions are valid for

ny analyte regardless of the stationary phase.
So as to observe the different regions of the approximation error

riteria, the sum of the square error as objective function was used;
owever, it should be noted that other criteria could be used, such
s the maximum error in absolute value, or the sum of the errors
n absolute value.

. Prediction of time retention in CG model

In GC, the solvation of an analyte placed within the carrier
as inside a capillary column with a specific stationary phase is
xpressed by the relationship between �G(T) and the distribu-
ion coefficient K(T). The dependency the temperature will bear
o �G  can be established by the basic thermodynamic relationship
n terms of �H(T0), �S(T0) and �Cp. The �H(T0), �S(T0) and �Cp

epresent the changes in enthalpy and entropy associated with the
ransfer of the solute from the mobile to the stationary phase, at

 given temperature T0; T0 is an arbitrary reference temperature,
nd the one chosen for this work 50 ◦C (typically assumed to be
qual to T used for time t = 0), and �Cp is the change in its isobaric
eat capacity for the transfer. The thermodynamic relationship is
xpressed in K(T) as,

H(T(t)) = �H(T0) + �Cp(T(t) − T0) (1)

S(T(t)) = �S(T0) + �Cp(ln T(t) − ln T0) (2)
n K(T(t)) = −�H(T(t))
RT(t)

+ �S(T(t))
R

(3)

here R is the gas constant.
gr. A 1425 (2015) 249–257

The distribution coefficient K is related to retention factor k
according to Eq. (4). In that case, Eq. (3) can be expressed directly
in terms of k as shown in Eq. (5).

k(T(t)) = K(T(t))
ˇ

(4)

where  ̌ is the phase ratio of the column.

ln k(T(t)) = − �H

RT(t)
+ �S

R
− ln  ̌ (5)

If the dead time tM can be described as a function only of time
(but not the position within the column), it is possible to apply
separation of variables to the differential equation describing the
motion of an analyte, resulting in the well-known GC equation [19]:

1 =
∫ t(p)

rmod,i

0

dt

tM(t) · [1 + ki(t)]
(p = 1. . .NExp) (6)

where:NExp: number of temperature programs tested;t(p)
rmod,i

: Reten-

tion time predicted by the model in the case of the pth
temperature program for the ith compound, where p = 1 . . . NExp

and i = 1 . . . Ncomp (Ncomp is the number of compounds).

3. Experimental procedure

Retention time data from a series of alkanes for different tem-
perature programs were collected for this study. Analyzed alkanes
were: Octane Nonane, Decane, Dodecane, Tetradecane and Pen-
tadecane. All temperature programs started with an isotherm at
50 ◦C lasting 3 min, followed by a ramp with a heating rate ran-
ging between 5 and 40 ◦C/min until reaching 175 ◦C. The last step,
common to all temperature programs, consisted of an isotherm at
175 ◦C lasting 5 min. The data collected is shown in Table 1.

The experiments were performed on a Shimadzu GC-2010
Plus gas chromatograph, equipped with a FID-2010 Plus detector,
DB-5 column (Agilent) with length L = 30 m,  internal diame-
ter di = 250 �m and film thickness df = 0.25 �m. Inlet and outlet
pressures were kept fixed at 2.013 × 105 and 1.013 × 105 [Pa],
respectively, where the carrier gas used was N2.

In order to determine tM, experiments were performed with
dichloromethane [20] at various temperatures in the range
between 150 ◦C and 275 ◦C, as described in a previous work [21]. To
the measured tM values, an equation correlating tM to the viscosity
of the carrier gas used at each used temperature was adjusted – as
shown in Eq. (7).

tM [s] = 4.80037 × 106 · � [Pa · s] + 13.9052 (7)

4. Parameter estimation

Estimation of parameters present in Eq. (5) consists in deter-
mining the values of �H  and �S  (and �Cp) that minimize the
error between retention times predicted by the model (Eq. (6)) and
the experimental ones. Such problem corresponds to a non-linear
regression in the non-isothermal case and, thus, must be solved
iteratively, using a method to optimize the performance index set.

Although different performance indices may  be used to estimate
parameters such as, for example, the maximum error in absolute
value and the sum of errors in absolute value, among others, the
most common is the application of a quadratic criterion, such as
the sum of the square error (SSE). The minimization of SSE implies
the maximization of the coefficient of determination R2.
SSE =
Nexp∑
p=1

[
t(p)
rexp,i

− t(p)
rmod,i

(�H,  �S,  �Cp, T)
]2

(8)
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Table  1
Experimental retention times for an alkane series with different program temperatures.

tr [min] Program temperature [NExp]

1 2 3 4 5 6 7 8

Heating rate [◦C/min]

5 10 15 20 25 30 35 40

Octane 5.014 4.821 4.688 4.586 4.505 4.442 4.386 4.337
Nonane 7.854 6.925 6.408 6.081 5.846 5.680 5.545 5.435
Decane 11.178 8.990 7.971 7.367 6.967 6.682 6.467 6.311

9.365 8.685 8.232 7.907 7.663
11.370 10.518 9.952 9.553 9.248
12.705 11.799 11.195 10.772 10.444
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Dodecane 17.643 12.560 10.502 

Tetradecane 23.475 15.619 12.786 

Pentadecane 26.153 17.231 14.211 

here,t(p)
rexp,i

: measured retention time of the pth temperature pro-

ram, obtained experimentally for the ith compound.
In an analysis, it is expected, or at least desirable, that experi-

ental retention times of components be of the order of minutes,
hough depending on the combination of parameters used the

odel might be able to predict retention times of the order of days.
learly, in this situation, SSE would assume a very high value. As
ill be shown in section 4.1.1, if the SSE (ln(SSE)) logarithm be con-

idered, this will result in a tilt-up flat surface in the high retentions
egion.

At the other end, certain combinations of parameters can result
n a very low retention, even for the lowest temperature used in
he experiments. In the latter case, the retention time predicted by
he model for any temperature program tends to the value of the

obile phase (tM), that is, without retention.
Thus, in parameter estimation, it is desirable to discriminate

he region within the search space with the greatest possibility for
nding the global optimum from those that represent bad combina-
ions. Thus the domain of the objective function has been identified,
nd divided into different regions.

.1. Objective function domain division in different regions

In order to graphically display the different regions of the ln(SSE),
t was initially considered that it depended only on �H and �S;
evertheless, the same regions will exist if additional parameter
Cp is used, as shown in Section 5.
From the present study it was determined that due to �H and

S, the SSE surface can be divided into different regions; it was
he compound dodecane that which was used to illustrate that
he objective function domain is divided into three well-defined
egions – namely:

Region S1:  the parameter combinations contained in this region
ill predict very high retention even at high temperatures;

Region S2:  where the global optimum or the solution to the
roblem is contained;

Region S3:  combinations of parameters contained in this region
ill predict very small retention even at low temperatures.

It can be shown that regions S1 and S3 will have a predictable
nd well behaved conduct, regardless of the component to which
hey relate.

Fig. 1 shows the surface of the ln(SSE)  in the case of dodecane
sing the data shown in Table 1. Parameters �H and �S  were varied

n the range of −200 and 0 [kJ/mol] and −200 and 0 [J/(mol·K)],
espectively. It is worth noting that the application of the natural
ogarithm to the SSE was  done solely to assist with the visualization,

ore specifically to mitigate the high values recorded in the S1

egion; notwithstanding, such a transformation does not change
he location of the global optimum.

In Fig. 1 the defined regions S1, S2 and S3 can be observed.
egion S1 displays an inclined plane behavior, and S3 tends to be
Fig. 1. S1, S2 and S3 regions on ln(SSE) surface for dodecane.

a constant. Region S2, which is intermediate and located between
S1 and S3, generally displays a small dimension. An analytical
expression of the behavior of ln(SSE)  in the case of regions S1 and
S3 can be derived, and it is described in Sections 4.1.1 and 4.1.2,
respectively. Obviously, there are transition zones between regions
S1 and S2, and between regions S2 and S3; however, this does not
change the format of ln(SSE) that is in Fig. 1. The same behavior is
observed for other tested compounds of the series of alkanes.

The reason for dividing the estimation problem into regions is
that the retention factor k(T) present in the retention time model
(Eq. (5)) can vary by orders of magnitude depending on the temper-
ature value. Because of the exponential relationship between k(T)
and temperature, the retention factor can assume values far below
or above the unit.

It is important to note that the regions described are not spe-
cific to dodecane and were observed for all the alkanes that were
described in Table 1. In the deductions made to elucidate the behav-
iors of regions S1 and S3, no simplifying hypothesis related to the
chemical nature of the compounds was  used. Thus, the division of
the objective function in regions S1, S2 and S3 will occur regardless
of the analyte and of the stationary phase considered – and this is
characteristic of the problem under study.

The presence of regions S1 and S3 makes optimization more
difficult, and turns parameter estimation into a non-linear problem,
for S1 and S3 are regions with high and low sensitivity, respectively,
with respect to parameters �H and �S.

In the case of region S1, the exponential behavior, which is
monotonic, may  indicate the optimization method, which is an
easily solvable problem. In general, in such a situation a calculus-

based method tends to increase the displacement step. As a result,
a point initialized in region S1 can evolve quickly and jump directly
to region S3, ignoring the existence of region S2. In the following
Sections 4.1.1 and 4.1.2 mathematical expressions that represent
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he regions S1 and S3 in terms of the parameters retention time
odel will be derived.
Considering region S3, if a method based on derivatives is

sed for estimating parameters, it will be difficult for convergence
o happen, because the SSE displays constant behavior, therefore
here is no information as to which direction is going to reduce
he SSE.

.1.1. Region S1
In the case of region S1 retention times predicted by the

odel will be significantly larger than the experimental values.
hus, the value of SSE in Eq. (8) may  be approximated as shown
n Eq. (9):

SE =
Nexp∑
p=1

[
t(p)
rexp,i

− t(p)
rmod,i

(�H,  �S,  T)
]2

≈
Nexp∑
p=1

[
t(p)
rmod,i

(�H,  �S,  T)
]2

(9)

So as to obtain an expression for the SSE and ln(SSE), at first
he following must be defined:Tmax: it is assumed that all tempera-
ure programs used will finalize at a single temperature. Given that
rograms show increasing monotonic behavior over time, said tem-
erature will be the highest one applied;tTmax : the longest time it
akes to reach maximum temperature (Tmax:) amongst all tempera-
ure p-programs (at estimation). Mathematically, tTmax was defined
ccording to Eq. (10). As an example, considering that the tempera-
ure programs used offer different heating rates, tTmax would be the
ime the program with the lowest heating rate takes to reach Tmax.

Tmax = max
p=1...Nexp

(t(p)
Tmax

) (10)

Subsequently, the model given by Eq. (6) must be evaluated,
nd split into two integration intervals. The first interval considers
he integration range between zero and tTmax , and the second one
etween tTmax and retention time (see Eq. (11)):

 =
(

x = L

L

)
=

∫ tTmax

0

dt

tM(t) · [1 + ki(t)]
(p=1...NExp)

+
∫ t(p)

r,i

tTmax

dt

tM(t) · [1 + ki(t)]

(11)

The value of tTmax is, usually, of the order of minutes. At region
1 it is assumed that the values of t(p)

rmod,i
are higher than tTmax .

In Eq. (11), the unit value was written conveniently as (x = L)/L
o remind that the terms of the right side represent normalized dis-
ances, that is, the length run by the analyte divided by the column
ength. Usually it is desirable to determine the time that an analyte
akes to exit the column, thus the unit value is shown directly.

Treating the integrals present on the right side of Eq. (11) as
ormalized distances, the parameters of the model in region S1 are
uch that the retention time can be very large (of the order of days).
hus, the length run by an analyte between zero and tTmax repre-
ents a small value when compared to the length of the column L
nd, therefore, the first integral contribution may  be neglected in
q. (11), which results in Eq. (12):

 =
∫ t(p)

r,i

tTmax

dt

tM(t) · [1 + ki(t)]
(i = 1. . .NC) (12)

Assuming that T is constant and equal to Tmax for times longer

han tTmax , Eq. (12) presents an analytical solution for t(p)

r,i
according

o Eq. (13).

(p)
r,i

= tTmax + tM(Tmax) · [1 + ki(Tmax)] (p = 1. . .Nexp) (13)
gr. A 1425 (2015) 249–257

Again, seeing as retention time is too high, the unit in relation to
the value of k(Tmax) can be neglected, as can the tTmax contribution
from Eq. (13), which results in Eq. (14):

t(p)
r,i

= tM(Tmax) · k(Tmax) (p = 1. . .Nexp) (14)

By replacing Eq. (14) in Eq. (9) and applying the natural loga-
rithm to the latter, an expression for ln(SSE) for the region S1 is
obtained:

ln(SSE)  = ln

{
Nexp∑
i=1

[tM(Tmax) · k(Tmax)]2

}
= ln{Nexp · [tM(Tmax) · k(Tmax)]2}

ln(SSE)  = ln{Nexp} + 2ln{tM(Tmax)} + 2ln(k(Tmax))

ln(SSE)  = ln{Nexp} + 2ln{tM(Tmax)} + 2

(
−ln  ̌ − �H

RTmax
+ �S

R

)
ln(SSE)  = ln{Nexp} + 2ln{tM(Tmax)} − 2lnˇ︸  ︷︷  ︸

a1

− 2
RTmax︸︷︷︸

a2

�H + 2
R︸︷︷︸
a3

�S

ln(SSE)  = a1 − a2 · �H  + a3 · �S

(15)

The result shown in Eq. (15) is that the ln(SSE) behaves in the S1
region according to an inclined plane due to variables �H and �S,
or that SSE depends exponentially on parameters �H and �S.

It is worth stressing that the assumption that all temperature
programs will finish at T = Tmax was  only made for the purposes of
obtaining a simplified analytical result: SSE depends exponentially
on parameters �H and �S  from the S1 region. However, if this
assumption is not made, this would not change the fact that the
error criterion presents high sensitivity in relation to variations of
parameters �H  and �S  on region S1.

The application of the natural logarithm in Eq. (8) does not
modify the original problem of parameter estimation, seeing as
this function presents a monotonic behavior with respect to its
argument. This transformation was applies solely to facilitate
understanding of the behavior of region S1.

4.1.2. Region S3
In this region the combinations of parameters �H and �S  will

result in retention times very close to the tM of the mobile phase.
Because tM does not depend on these parameters, this implies that
the surface of SSE and that of its logarithm will tend to a constant
value in region S3, as shown in Eq. (16):

SSE =
Nexp∑
i=1

[t(p)
rexp,i

− t(p)
rmod,i

(�H,  �S,  T)]
2 ≈

Nexp∑
i=1

[t(p)
rexp,i

− tM(t)]
2

(16)

It is worth noting that any temperature programming will
present the same retention time for parameters located in region
S3, as can be seen in Eq. (16). Thus, flat behavior in the log scale will
occur not only for SSE, but also for other functions goal such as, for
example, the sum of absolute error, or errors greater in absolute
value among all the temperature programs.

Region S2 represents a transition zone between S1 and S3, and
it is the region where the global optimum is.

4.2. Algorithm for discriminating different regions of parameter
estimation (�H, �S)
From what was  set forth in 4.1, it would be desirable, for param-
eters estimation, to determine the region within the search space
where there is a higher possibility for the global optimum location,
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Fig. 2. Fs function for a fixed �S  −70 J/(mol·K).

n this case, region S2. For this study, said goal was  achieved from
he definition of the Fs function, according to Eq. (17):

s(�H,  �S) =
Nexp∑
p=1

sgn(t(p)
rexp,i

− t(p)
rmod,i

) (17)

here sign function, written as sgn(x) is defined as Eq. (18):

gn(x) =

⎧⎨
⎩

−1 if x < 0

0 if x = 0

1 if x > 0

⎫⎬
⎭ (18)

Numerically, the Fs function is equal to Eq. (19):

s(�H,  �S) = Np(t(p)
rexp,i

> t(p)
rmod,i

) − Np(t(p)
rexp,i

< t(p)
rmod,i

) (19)

here NP indicates the number of points that satisfy each inequal-
ty.

The Fs function will assume a maximum value equal to Nexp

hen all retention times predicted by the model are below the
xperimental data. The minimum possible value assumed by Fs
same as −Nexp) will occur when the retention times predicted by
he model are above those of the experimental data. The first case
ccurs if the retention factor is below what it should be; and the
ast if the retention factor is too high.

The Fs function is discontinuous and takes integers values only,
s it represents the difference between the number of points, pre-
icted by the model, which are below and above the experimental
ata.

Shown in Fig. 2 are the values assumed by the Fs function,
onsidering �S  = −70 J/(mol·K) and �H  varying between −200 and

 kJ/mol, in the case of the dodecane, and utilizing temperature
rograms described in Table 1. The values of p1,2 and p2,3 corre-
pond to transition points between regions S1 and S2, and S2 and
3 respectively, so as the example assumes the following values:

p1,2: (�H = −48.4484 kJ/mol; �S  = −70 J(mol·K); Fs = −8)
p2,3: (�H = −48.0480 kJ/mol; �S  = −70 J(mol·K); Fs = 8)
In Fig. 2 the Fs function presents a monotonically crescent

ehavior, as the value of �H  increases and assumes values between
NExp and NExp. The transition zone with values higher than –NExp
nd lower than NExp serves as a good approximation for the location
f S2.

The same behavior displayed in Fig. 2 occurs for other �S  values;
he only change is the location of the transition region between
gr. A 1425 (2015) 249–257 253

–NExp and NExp. Thus, regions S1, S2 and S3 can be discriminated in
terms of the values as given by:

Region S1: Fs = − NExp

Region S2: −NExp < Fs < NExp

Region S3: Fs = NExp

For a given �S, the limit between regions S1 and S2 can be deter-
mined as the highest value of �H for which (Fs = − NExp), that is,
point p1,2 can be calculated as being the highest inferior limit.

The limit between regions S2 and S3 can be determined as the
lowest value of �H, for which (Fs = NExp), thus point p2,3 can be
calculated as the lowest superior limit.

It is worth noting that p1,2(�S) and p2,3(�S) are located in Fs dis-
continuities. A useful device for determining p1,2 is to add a constant
to Fs in a way  that the modified Fs function shows contrary signs
to the left and right of p1,2. Thus, p1,2 can be determined, for each
�S, by a root finding method, such as Bisection [22]. A similar pro-
cedure can be applied when determining p2,3, except the modified
Fs function must be obtained be decreasing Fs from a constant.

The modified Fs functions F1,2 and F2,3 are defined in Eqs. (20)
and (21), for determining p1,2 and p2,3 respectively. The (NExp–0.5)
constant is not arbitrary and provokes sign change between regions
S1 and S2 (in the case of F1,2) and regions S2 and S3 (in the case of
F2,3).

F1,2 = Fs + (NExp − 0.5) (20)

F2,3 = Fs − (NExp − 0.5) (21)

As an example, in the case of F2,3, the maximum possible value
will be equal to 0.5 (to the right of p2,3), for the highest assumed
value by Fs is equal to NExp. As Fs varies discontinuously (in whole
values), the same will happen with F2,3, wherein to the left of p2,3
negative values for F2,3 will be observed.

By allowing �S  to vary in the range of interest (in this case
between −200 and 0 J/mol K), functions F1,2(�S) and F2,3(�S) will
be obtained, from which the limits between regions S1, S2 and S3
will be determined.

The Bisection method must be initialized as an interval in which
the research function displays contrary signs at the extremities. At
each iteration of the method the interval is reduced by a factor
of two, and after 10 evaluations the search interval is decreased
by 210 (approximately 1000 times) from the original. Thus, a good
approximation for p1,2(�S) can be obtained with a small number of
evaluations of the integrand. The same procedure must be repeated
for determining p2,3(�S).

In Fig. 3 the results of applying the algorithm described for deter-
mining region S2 for the case of dodecane are shown. As can be
observed, region S2 is small compared to S1 and S3.

Once more, it is important to stress that the regions described in
Fig. 3 are not specific to the dodecane, when they were observed for
all alkanes. Additionally, such regions should occur for any compo-
nent, irrespective of its chemical nature. An alternative proof of the
existence of such regions (S1, S2, and S3), for any analyte regardless
of the stationary phase, can be found in Appendix A.

It should be highlighted that, usually, the Bisection method is
applied for determining a root contained in an interval; however,
for this study, that method was  used for determining points p1,2
and p2,3 which compose an interval of small dimensions whose
extremities display contrary signs in relation to the type of Fs func-
tion considered. This way, by applying Bisection, points for which
the research function assumes value zero are not sought, which is
the usual application for the method. In the case of p1,2 and p2,3,
value zero may  not even be contained in the set image of these

functions.

Beyond determining the boundaries between regions S1, S2 and
S3, the Fs function for determining a starting point (initial guess)
for parameter estimations can be used. In this case, it suffices to
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Fig. 3. Estimate of S2 region for dodecane.

rbitrate a �S  value in the range of interest and apply the Bisection
ethod to the original Fs to find the value of the respective �H

ontained in S2.
The determination of a good initial guess can be improved

y evaluating, simultaneously to the application of the bisection
ethod, the value of the SSE criterion and keeping the minimum

alue solution found. This does not mean a significant increase in
omputational time, the most demanding step is the resolution
f the model for predicting tr and not the calculation of Fs and
SE.

Additionally, the initialization described above can be repeated
 few times for different initial condition and keep the best solution
btained (in terms of the smallest value of the error criterion) in all
eplications. The latter procedure will be called, throughout this
ork (a two-part series), specialized initialization.

As defined, the specialized initialization has two  parameters:
he number of times the search method will be applied for different
nitial conditions, and the corresponding stopping criterion, that is,
he maximum number of evaluations of the model permitted.

. Application of the region discrimination algorithm to
hree parameters (�H, �S, �Cp)

The methodology for parameter estimation was displayed in
ection 4 considering only two parameters (�H and �S) to facili-
ate visualization. However, it is common to consider �H and �S
ependency to temperature according to Eqs. (1)–(5). In this case
here is an additional parameter to be estimated: �Cp.

In the case of the problem with three parameters, the existence
f regions remains unchanged. Regions S1, S2 and S3 described
bove continue to exist. In fact, parameter �Cp is of secondary
mportance when compared to �H  and �S, and it is disregarded
n many works available from the literature [8,19,23].

The main change, should parameter �Cp be introduced, is that
he Fs function set as Fs(�H,  �S) will be set as Fs(�H,  �S, �Cp). As a
esult, the modified Fs functions should also be updated to include
he value of �Cp.

Fig. 4 displays the results of the application of the methodology
or determining region S2 in the case of three parameters. In the
ame manner as it occurred for two parameters, it can be observed

hat S2 is small in relation to S1 and S3.

Fig. 4 was designed by initially defining a mesh of points in
erms of �S  and �Cp, wherein the Bisection method was  applied
or finding the values of �H  that made F1,2 and F2,3 change sign.
Fig. 4. Estimate of S2 region for dodecane (three parameters).

In the next article of this series the effect of the special-
ized (robust) initialization for parameter estimation in GC will be
shown; a comparison with the purely random initialization will be
run as well.

6. Conclusions

As shown in this study, in the case of the problem for parameter
estimation for prediction of retention time in GC, the surface of
the approximation error criterion obtained due to thermodynamic
parameters (�H, �S, �Cp) can be split into well-defined regions: (a)
Where combination of parameters will result in high retention even
for high temperatures; (b) The global optimum or solution to the
problem is contained in this region; (c) Combinations of parameters
contained in this region will result in very low retention even for
low temperatures.

In the deductions made to elucidate the behavior of the
described regions, no simplifying hypothesis related to the chem-
ical nature of the compounds was  used. Thus, the division of the
surface of the objective function in regions will occur indepen-
dently of the component considered, which is characteristic of the
problem under study.

The presence of three main regions occurs whether parameter
estimations are done with two or three parameters (�H and �S)
and (�H, �S, �Cp), respectively.

The same behavior in terms of regions can be observed for dif-
ferent performance criteria (norms) based on the sum of the square
error, the maximum percentage error and the maximum absolute
error.

An algorithm was developed to discriminate the different
regions of the error criterion. Its main utility is the robust initial-
ization for parameter estimation.
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ppendix A. Alternative proof of the existence of three
egions in parameter estimation

An alternative proof of the existence of three regions – already
resented, and denominated S1, S2 and S3 – will be further demon-
trated in this appendix. The main objective of this extension is to
rove that the error surface regions exist, regardless of the analyte
nd stationary phase. In the deductions proposed – be it the one
ound in Section 4 or this one – no simplifying hypothesis of the

odel was assumed; that is, it was not assumed that the analyte is
f any specific kind (e.g.: structural form or carbon chain length).
nother important point is that this proof is valid for any station-
ry phase. This is because the interaction between the analyte and
he stationary phase appears precisely in parameters (�H, �S  and

Cp), estimated from the retention factor equation.
To demonstrate evidence in a simplified form, only parameters

�H and �S) were taken into account. Thus, in order to facilitate
isualization of the separation between regions S1, S2 and S3, �Cp

as not considered for this alternative proof.
Mathematical and physical proof come from the retention factor

odel k(T), where a high value of k corresponds to high retention,
nd a low value of k corresponds to low retention.

Given that the expression for the retention factor due to temper-
ture, thermodynamic parameters and volume ratio of the phases
s given by Eq. (A-1),

n(k) = −�H

RT
+ �S

R
− ln(ˇ) (A-1)

onsider the case of a hypothetical component (analyte) that
resents small retention (e.g.: k ≤ 0.01) in a given column, even for
he lowest temperature (T = Tmin) on the program: by isolating �S
rom Eq. (A-1), the result is an inequality, named DA, as shown in
qs. (A-2)–(A-4).

n(k) = − �H

RTmin
+ �S

R
− ln(ˇ) ≤ ln(0.01) (A-2)

S  ≤ �H

Tmin
+ R[ln(ˇ) + ln(0.01)]︸  ︷︷  ︸

cmin

(A-3)

S ≤ �H

Tmin
+ cmin (inequality DA) (A-4)

The meaning of inequality DA is that any combination of param-
ters that satisfies it will imply that the hypothetical component
ssociated presents negligible retention, and therefore moves sim-
larly to how it does in the mobile phase.

In another extreme case, the case of a hypothetical component
analyte) which presents high retention (e.g.: k ≥ 100) is consid-
red, even for the highest temperature (T = Tmax) on the program.
gain, isolating �S  results in inequality DB, as shown in Eqs. (A-
)–(A-7).

n(k) = − �H

RTmax
+ �S

R
− ln(ˇ) ≥ ln(100) (A-5)

S  ≥ �H

Tmax
+ R

[
ln(ˇ) + ln(100)

]︸ ︷︷  ︸
cmax

(A-6)

S ≥ �H

Tmax
+ cmax (inequality DB) (A-7)

The interpretation for inequality DB is: any combination of
arameters that satisfies it will imply that the hypothetical asso-
iated component will display very high retention, even at high

emperatures. Such compound would probably remain retained
n the column, or its analysis would require an excessively large
mount of time, hence this column would not be suitable for the
nalysis of such component.
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Inequalities DA and DB do not intersect, at least not in the region
of interest, that is, for negative values of parameters �H and �S,
which are associated with the transition of an analyte from the
mobile phase (vapor) to the stationary phase (liquid).

Whether equations Eqs. (A-8) and (A-9) – called equality EA
and EB – are applicable, respectively, at the limit of the validity
of inequalities DA and DB, that means DA ≤ EA and EB ≤ DB for any
predicted value of �H considered.

�S  = �H

Tmin
+ cmin (Equality EA) (A-8)

�S  = �H

Tmax
+ cmax (Equality EB) (A-9)

In Eqs. (A-8) and (A-9), the linear coefficient (intercept) from
Eq. (A-8) is smaller than its corresponding parameter for Eq. (A-
9) (cmin < cmax). Additionally, the angular coefficient (slope) from
Eq. (A-8) is higher than that of Eq. (A-9) – that is, (1/Tmin > 1/Tmax),
which implies:

cmin < cmax (A-10)

1
Tmin

>
1

Tmax
(A-11)

�H

Tmin
<

�H

Tmax
(valid for negative �H) (A-12)

Adding inequalities Eqs. (A-10) and (A-12), the following hap-
pens:

�H

Tmin
+ cmin︸ ︷︷  ︸

EA

<
�H

Tmax
+ cmax︸  ︷︷  ︸

EB

(A-13)

where EA and EB are the lines that define the two  regions (of low
or no retention, and high retention, respectively). The two  extreme
regions, which are divided by the lines EA and EB, are called: DA – the
region where any combination of parameters �H and �S  results
in little or no retention; and DB – high retention region, for any
combination of parameters. These parameters belong to the region
of physical interest, that is, negative values of �H and �S.

Combining the result obtained from Eq. (A-13) with the fact that
DA ≤ EA and EB ≤ DB, it follows that:

DA ≤ EA < EB ≤ DB (A-14)

DA < DB (A-15)

Thus, one can divide the relationship between �S  and �H into
three regions: DA, DB, and the area between them. The region
between the two inequalities (where DA and DB are false) comprises
the possible combinations of parameter values that show minimal
retention. That is, this region (between DA and DB) is the one that
represents the feasible combination of parameters which depicts
the analyte moving within the column at a speed lower than that
of the mobile phase – without resulting in extreme retention, how-
ever, so as the analyte does not become adsorbed on the stationary
phase.

As an example, Fig. A1 shows an illustration with the following
characteristics:

• In the case of negligible retention limit (k = 0.01);
• In the case of high retention limit (k = 100);

• Relationship between the volume of the phases in the column:

 ̌ = 250 [values may  vary between ≈60 and ≈500]
• Tmin = 50 ◦C
• Tmax = 250 ◦C
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Fig. A1. Illustration of the different regions of interest for optimization.
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Fig. A3. Region S2 generalized according to the evidence presented in Appendix
A. Analytes: � – Grob mix (column SLB5ms,  ̌ = 205) [24]; X – n-alkane mix (col-
umn  Supelco Wax,  ̌ = 250)[11]; + – n-alkane mix  (column SLB5ms,  ̌ = 250) [11];
©  – Dodecanone, 1 Dodecanol and 2-Dodecanone (in columns SLB5ms, SPB50 and
Supelco Wax   ̌ = 250) [11]; ♦ – different analytes obtained by Dose – Table I – [20]
(column DB-17,  ̌ = 131); ∇ – different analytes obtained by Dose–Table II – [20]
(column DB-210,  ̌ = 320). Lines have been represented with the following charac-
ig. A2. Illustration of the different regions of interest for optimization, according
o   ̌ values: 62, 88, 125, 250 and 530, for Tmin = 50 ◦C and k = 0.01, Tmax = 250 ◦C and

 = 100.

An analogy between the regions shown in Fig. A1 and Fig. 3 can
e made:

Fig. 3 Fig. A1

S1 Region in which DB can be verified (upper left)
S2 Region in which DA and DB are false
S3  Region in which DA can be verified (bottom right)

Comparing the size of the region between DA and DB (Fig. A1)
ith that of region S2 (Fig. 3), it is noteworthy that the former is too

arge, as this is a more conservative deduction – that is, it considers
he extreme limits of hypothetical components, be them retained
r not. Additionally, in Fig. 3, the S2 region has been particular-
zed for a specific component: Dodecane (  ̌ = 250), that is, this is a
ery specific case. In Fig. A2 equalities EA (Tmin = 50 ◦C and k = 0.01)
nd EB (Tmax = 250 ◦C and k = 100), according to different  ̌ values
etween 62 and 530, are shown.  ̌ values are equivalent to geo-
etric data from commonly marketed columns. It is important to

ote that changes in  ̌ values cause a shift in both the intercepts.
he higher the  ̌ values, the higher the intercepts of equalities (EA
nd EB) (Fig. A2).

As noted, no restrictions regarding the combinations of possible
alues for �H and �S  were taken into account for the deduction.
gain, seeing as the information about the interaction between
nalyte and stationary phase influences the model for predict-
ng retention time through the parameters, it is believed that the
eduction applies to any type of analyte and stationary phase.

Additionally, no restriction to the temperature program applied
ook place, besides de obvious one (temperature of a minimum

alue Tmin, is raised until it reaches maximum value Tmax).

It is worth stressing that the proof displayed in Appendix A is
impler than the one shown in Section 4.1. Nonetheless, its results
einforce the general nature of the claim that these regions exist for
teristics: Tmin = 30 ◦C and k = 0.01, Tmax = 275 ◦C and k = 100 and respective  ̌ values
ˇ  = 131, 250 and 320.

any compound, regardless of their stationary phase(s). This proof
demonstrates, more conservatively, the existence of what has been
called region S2 inside the region that is separated by the extreme
cases of low and high retention. So as to illustrate this contribu-
tion, Fig. A3 displays several analytes parameterized in different
stationary phases (information obtained from some works in the
literature, namely [11,20,24]).

As it can be seen in Fig. A3, all analytes have their respective
parameters (�H and �S) within the generalized region from this
proof. It should be noted that parameter �Cp adds a coordinate to
the graph; thus, what is demonstrated via Fig. A3 doubles as exper-
imental validation of the existence of a region that is independent
from the type of analyte and of the stationary phase.
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