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ABSTRACT

New technology for cerebral data acquisition coratito
the capacity of the nowadays computer process slltve
construction of neural networks models, with simila
characteristics to the biological neurons. Thesevorks are
capable of
structures. These models can generate data thadiczst be
related to those produced by real biological system this
work a computational structure is suggested forearaonal
network with natural characteristics, corresponditag the
macaque monkey visual system, in way to situatenteeory
needs and processing inside
performances.

INTRODUCTION

The purpose of this work is the application of the
in the Computational

Neuronal SYS Software, developed
Neuroengineering Laboratory, NEUROLAB, of the Feder
University of Santa Catarina, Brazil. ThéeuronalSYS is a
computational package with a biologically plausibleuronal
network, able to simulate system with more than0QO,
neurons, each one with thousands of synapses (AMZRE,
2007). In this work the package is used for theution of the
macaque monkey visual system, turned
recognition circuit. The simulation describes thehdwior of
1x10° um? - 3x10 um? section of the primary visual cortex,
with their especial localizations and own charastes.
Network neuronal models proposed recently are fogu® the
generation of properties like orientation, oculamihance and
to the development of maps and columnar systenuesoribe
their macroscopic organization. The main goal of th
Neuronal SYSis focusing network proprieties.

In one general way, the brain contains about 10t
neurons that are part of a complex neural netwdth wore
than 200 trillion of connections. The understandiof its
behavior is essential to cure several brain diseastowever,
in function of its complexity, our knowledge is ptisingly
limited (MORI and ZHANG, 2006). To overcome this
difficulty, the studies of cerebral functions a@ncentrated on

reproduce the operation of complex meuro

very specific systems, such the visual system. édgexample
of that is the Dr.. Callaway group, at the Salktitoge for
Biological Studies, La Jolla, California. Among eth
researches, the group studies the relationshipsebet local
circuits in primary visual cortex and early parhlh@sual
pathways. The lab employs anatomical and physioddgi
methods in vivo and in vitro to reveal neuronataitry and to
identify functional properties of the neurons. Salegapers
published for this group, and for other researchgroup are
about the macaque monkey visual cortex (CALLAWAY
(1998), O'KUSKY and COLONIER (1982), BLASDEL and

the available computersLUND (1983), YABUTA and CALLAWAY (1998)). In

function of the available literature data, the nopma monkey
primary visual system is analyzed in this work.

The primates’ visual system includes the retina,lttteral
geniculate nucleus (LGN) and the primary and seapndisual
cortex, V1 and V2. The retina is the part of the egsponsible
to collect information from visible light. The re# consists of a
large number of photoreceptor cells, about 100iani)lwhich
releases neurotransmitter cells that send actiotengals,
through the optic nerve, ON, to the LGN. The maximu
release is in the dark, when the cells are notudéitad and the
sodium channels are open, and reduces in a logarfitim

to the object with the increase of the light intensity. The ONdamed by the

convergence of the ganglion cell axons. There d&eutal
million of ganglion cells and, approximately 100 of
photoreceptor for each one.

The ON of the primates contains approximately 1.8
million of axons, about 90% of then goes to the LGHix
layers of cells form the LGN, layers 1-2 with largells are
magnocellular (M) and layers 3-6, with small cellate
parvocellular (P). The neurons of LGN receive etoity
synapses mostly of the ON and of cortical afferadming
from the layer VI of the primary and secondary wiscortex.
The LGN projects the majority of its axons to thginsl
dendritic cells of the layer IVC of the V1 (LUND9&4). The
secondary visual cortex, V2, on the other handgeives
projections of the V1. The V2 processes this infation and
transmits it to several tertiary visual areas, M&and V4, and
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to the middle (TM) or inferior (T1) temporal aredhe primary
visual cortex measure approximate 1.5 mm of thiskrend it
is organized in six principal layers. The layes lthe layer that
contacts the pia mater membrane. The layer IV isallys
divided in IVA, IVB, IVCa and IVQ3 (CALLAWAY, 1998).
The Figure 01 presents a hypothetical diagram efprallels
visual ways in the cortex.
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Figure 01: Pathways of the visual system: Each kihdisual
processing has a particular via of perception. ajidh: via M,
with projections mainly in the IV&layer. This layer project to
IVB layer that, for its turn, sends projectionsdorsal visual
areas associated with motion interpretation. bp8hand color:
via P, with projections mainly in the I\fClayer, from where
they are sent to blobs and interblobs areas oflltHe layer.
Both of then projects to ventral areas, specialiredolor and
shape identification and, in sequence, to V4 andnferior
temporal areas (YABUTA and CALLAWAY, 1998).

b} Parvo Layer IWCy—s

The visual information is processed in parallelthpays
that keep segregated, when the sings are projdttetwisual
areas. There are two major pathways for visualgesiag, that
can be summarized in three questions: 1) spattalilation, it
means, the “where is it?”, processed by magnoeellaklls
(M); 2) object recognition, it means, “what is ifProcessed by
parvocellular - interblob cells (P-IB); 3) colorcagnition, or
“what color is it?”, processed by parvocellularlelb cells (P-
B). Several papers have been published in recems yeith the
goal of modeling part of the visual system. An epéaris the
model developed by Oliveira (OLIVEIRA, 2001). Thaea is
to simulate a V1 mammal area based in topograptapsm
Other example is the group of Prof. Risto Miikkalan, which
works at the Department of Computer Science of Thgas
University at Austin. They proposed the first setfyanizing
neural network of the primary visual cortex (MIIKKBINEM
et al., 1998 e 2005).

The goal of this work is to build a neuronal netkdior
the object recognition pathway, since the retinil tiee exit of
the V1. To reach this objective is necessary a giestription
of the macaque monkey primary visual cortex.

PRIMARY VISUAL CORTEX STRUCTURE

The primary visual cortex has regions of high agtiand
low activity of cytochrome oxidase (CO), respedimelob and
interblob regions. Both regions have different eleseristics
for the processing of visual information. In thelblregion are
present neurons with high sensitivity of color ahght,
whereas the interblob region is responsible for #iape
recognition. In the retino-geniculo-cortical systettme parallel
pathways M and P converge to the i/@nd IVQ layers of
the V1 (BLASDEL and LUND, 1983). They are assodiate
respectively, with motion and shape-color perceptla the V1

the terminations of exit come from II-1ll, IVB andl layers.
They send projections, respectively, to stripedticalr areas,
thin and thick, of the secondary visual cortex, ¥8d to the
LGN.

The patter of connections, which leave the retiamains
segregated (LUND, 1984). That is important to datee the
functional differences between the striped corticakas
(LIVINGSTONE and HUBEL, 1988). Yabuta and Callaway
(YABUTA and CALLAWAY, 1998), through the
reconstruction of the axonal and dendritic arbdrshe spinal
dendritic neurons presents in the layers &\&Dd IV showed
how the afferents coming from LGN innerve V1. Theiork
shows still the buttons distribution in IVC layém. this work is
considered just the excitatory buttons, or in otherds, the
description of the connections established by thqxellular
neurons (P) of the LGN. The afferents coming frayels P
aim only the IV@ layer of V1. There are 17.3x1feurons and
37x10 synapses, and 30x10eurons and 44x¥@ynapses in 1
mm’ of cortical surface in the laminas I\¥Ce IVCB,
respectively (O'KUSKY and COLONIER, 1982). In usual
network models, 2xX0 connections can consume
approximately 2x10kB of computational memory (MODEt
al., 2004).
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Figure 02 — Via of shape recognition in macaque kagn
primary visual cortex. The IVE layer has two kinds of
neurons: neurons 1 and 2 send axonal terminatiaislynto
layers VI, V, IVGu, IVB, IVA and lI-lll; neurons 3 send axonal
terminations to layers IVB, IVA and llI-lll data fno or must of
the data from (YABUTA and CALLAWAY, 1998). The righ
column shows the thickness of each layer. The gtemnare
proportional with the number of connections in elagter.

The cells of IV@ have axons that rise through layer VB
and arbor mainly in layer Il-1ll. They have justaspe axonal
arbors in layer IVA, IVC and occasionally in deefmyers. The
neurons of layer IVE contribute with 41.3x10 synaptic
buttons to layer II-Ill, without any preference fbtob or
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interblob regions, which means, half of them dogsnections
in each region. They contribute, on average, wj87Y& buttons
for cell in the II-Ill layer. In Figure 02, thers & hypothetical
scheme of the principal afferents from I¥Gyer. The density
of neurons in the V1 is approximately 200,000 naarim one
mm? of cortical surface. For the shape recognitiorhwaly, in

10" um? of cortical surface there are 400,000 synaptitomst

There are different densities of neurons in eagérlarhe
IVCB layer is denser than IMC The II-IlI layer has proximally
56,000 (28%) neurons. The layer IV has 90,000 (46&tyons,
half of which are in the layer IVC. To determindte number
of synaptic buttons in each layer, it is necessarmonsider the
relative contribution of each afferent layer. Thggufe 03
brings the distribution of the main synaptic cdmitions in V1
and the neuronal density of each layer. The inftionawill be
used to build the neuronal network (ANDREAZZA, 2D0For
example, IV@ layer contributes with 60xGynaptic buttons
in layer VI and receives from this layer 110%1Buttons
(CALLAWAY, 1998; O'KUSKY and COLONIER, 1982;
YABUTA and CALLAWAY, 1998).

RETINA

Figure 03 - Localization and number of buttons esged with
the shape recognition pathway, for*10n? of cortex. For this
pathway, the IV@ layer is the enter of the signal from LGN.

THE NATURAL NEURAL NETWORK

The goal of the proposed network is to describe the

dynamic of the visual acquisition data system, edrto the
object recognition circuit. The developed prograas a central
looping that carries on the signals from the affeqgate, the
retina, through the network, until the last laydrtioe visual
cortex, the efferent plate. The exit of the primaigual cortex,
where the signal comes in pulses, is considered hiee
effective end of the visual acquisition data citclihe dendritic
arbors are simplified as showed in the right bottomthe
Figure 04. As an example of the network conceptioa,figure
shows the model structure of the dendritic arbdirseach
neuron. The distance between the nodes representistance
traveled by the signal in each unitary time intévsed by the
computational program. Each one of the nodes repteone
level of the tree and joins the set of signals thats through
the tree at that particular level, at some spedtifiee. For the

dendritic arbor, the numerical value of each namtedendritic
potential (DP), is the summation of all excitat@ystsynaptic
potential (EPSP), that reach the synaptic buttdnthat level
and the DP coming of the immediately anterior levihe
distribution function of synaptic buttons in thendeite trees is
represented by the equation 1. In the networkdtdrarite tree
has 100 levels.
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Figure 04: Density of buttons for the dendritic thfe
neuron and scheme of the arbor simplifications. Hieside
shows a regular neuron, in which the dendrite e®ra
circular region with 200 um of diameter, and therais 1,000
pm long.

Table 1: Main structural parameters

nLayer, number of layers of the structure, and nur

layer of one specific layer

nNeuron_x, | Number of neurons in the-direction and -

neuron_x coordinate of one specific neuron in each layer

nNeuron_y, | Number of neurons in the-direction and -

neuron_y coordinate of one specific neuron in each layer

nLevel_a, number of levels of the axonal arbors, one

level_a specific level

nLevel_d, number of levels of the dendritic arbors,

level_d one specific level

nButton, maximum number of buttons in each a

button level and one specific button.

attenuation | Attenuation fraction of the signal between t
levels

Constructive and Dynamic Parameters

The most complex neural network does not even come

close to the complexity of the primates’ brain. isaalso truth
for any of its systems of neurons, including thguai system,
or just the primary visual cortex. Anyway, the omplgssibility
to reproduce, at least partially, the complexitytlog system is
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through the knowledge of the spatial position arapprties of
all synaptic buttons involved in the signal proesssAs the
exact arrival time of the signal in each synapskiimglamental
for the dynamic description of the network, it iscessary to
know the spatial position of the synapse in bo#mdtitic and
axonal arbors. This information is saved in theapge matrix,
described below. Otherwise, the dynamics of theddgo and

axonal arbors are saved, respectively, in the kigna and

signal_in matrix.

synapse (layer, neuron_x, neuron_y, level_a,buttom) N
Synapse is a structural parameter that includes stieial
position of all synapses in the network. For eactapse (layer,
neuron and level_a) the argument indicates thetdxaton of
the axonal arbor where the signal is coming fronhe T
numerical value, N, is an integer that indicates I#vel of the
dendritic arbor, layer and neuron, which is coneéatith the
axon.

signal_out(layer, neuron_x, neuron_y, level_a) = terger
This dynamic parameter describes the temporaltgituaf the
levels of all axonal arbors of the structure. As signal in the
axonal arbor remains constant, with an action piztenalue,
the parameter just localizes the position of dlrafnt signals in
the network. Therefore, signal_out is an integaghwialues 1
(one) or O (zero), if there is, or there is not, AR in one
particular level of the axonal arbor. The tempod&tance
between two simultaneous AP in one axonal arbothis
refractory period in the neuron somata.

signal_in(layer, neuron_x, neuron_y, level_d) PSP

This dynamic parameter describes the temporaltgituaf the
levels of all dendritic arbors of the structures humerical
value corresponds to the summation of all EPSPreeath the
node, coming of the nodes one level above, afteattenuation
that corresponds to a distance between two nodesnitary
distance, add to the summation of all EPSP thathréze node
through the synapses of that level. PSP is a teaber.

Construction of the Natural Neural Network

For each neuron, the buttons in the dendritic axahal
arbors can be thousands. In this way, the functafnsuttons
density, respectively dendrite(level_d) and f_axon(level_a),
can be considered continua. These functions, ferrégular
case, are showed in the Figure 04. Both functions a
discretized in subintervals called levels. The diesl and
axons are discretized, respectively, in nLevel 00=Jand
nLevel_a =10 levels. Each node represents the fsktttons
localized in the respective level. The temporaladise between
two nodes, or levels, is the distance covered bysthnal in the
computational time unity. As the branches of thechlitic
arbor are unmyelinated fibers, the signals are dhapi
attenuated. This is called attenuation of the dighlae signal
has a slow speed, up to 1.5 m/s. For the axon ,am@linated
fibers, the numerical value just indicates the fpasi of an
action potential, AP, or excitatory presynapticgmital. That is
because the branches are interrupted by the Nddearwier,
at which the AP is regenerated. The speed of treakis up to
100 m/s (DEUTSCH and DEUTSCH, 1993). Based on the
thickness and length of the macaque monkey V1 mesrvo

fibers, we consider here the speed of the sigmalsland 100
m/s, respectively, in the dendritic and axonal esbdhe length
of the axons and dendrites are, respectively, aqpedely
1000 um and 100um. Considering the speed of the signal in
the dendrites and axons, each arbor is dividedubingervals
that are covered by the signal in the same tinervat, 1 us. In
conclusion, each level is covered in bk, which is the
computational time interval.

The typical neuron geometry allows the informatiorthe
SNC to be both convergent and divergent. In othemds; the
dendrites in each neuron receive thousands of signeqntacts
coming from hundreds of different neurons. Inputsrf several
different neurons converge on one single neuronth@nother
hand, the ramifications of its axons can innervadrads of
other neurons (Figure 05). This way, the severahtines in the
axons “terminal tree” allow one single neuron tdluence,
through its axon, thousands of other neurons. apigies to
retina—LGN connections, since each of LGN cellsenes
signals that come from an excitatory field that emsv
approximately 1.000 retina neuroreceptors.

dendritiﬁc
arbor
Sa soma
- L
s iy
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Figura 05: Each neuron of one cortex layer as aptée field
in other layers, that can includes 30-80 neuramghé innerved
neuron, the synapses can be localized in any ofddmarite
branches and any distance of the soma. (DEUTSCH and
DEUTSCH, 1993).

Considering the independence of the buttons |catidias,
one from the others, all excitatory field in theemmidiate
layers can be described by a bidimenssional gaussiztion
(equation 2) (SCHROEDER, 1991). As a consequerte, t
receptive field of each neuron, in all layers, ésctibed by the
function represented on Figure 06.
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Figure 06: Connections drawna 2D gaussian. The center of
circles is the space position, in the other lagérthe excitatory
neuron. The circles are lines with the same prdibpabof
synapses. In the software geometry each neuroayefd 1V
and VI innerves two other layers, with a recepfiet&l with 16-49
neurons by layer.
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f_field(neuron_x,neuron_y)
2

=
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Where w is the weight that defines the integral value loé t
function, ¢ the standard deviation, neuron_x and neuron_y the
coordinates of the neuron angland y the coordinates of the
receptive field’s central neuron (According to Teaf).

The internal part of the structure has four layers,
representing the LGN and the VI, I¥3@nd II-11I layers of V1.
Each one of the layers has nNeuron_x x nNeuron uyoms.
Both the receptive and excitatory fields, cover4B6neuron,
depending on the position of the neuron (BLASDEL e
FITZPATRICK, 1984; HOPFIELD e BRODY, 2000).
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Figure 07: Afferent fibers, from retina to LGN (Letyl). The
positions in the afferent plate are connected Withfirst layer
that represents the LGN, following a normal disitibn. Each
neuron of the first layer has approximately 100 namtions
from an excitatory field with 1,000 of points. Tpesitions of
the buttons in the dendritic arbors follow the dgns
distribution shown in the Figure 04.

internal layers
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Figure 08: Internal connections, from LGN to laydrdll
(Layers 1 to nLayer). The connections between tiiernal
layers of the network follow the same distributiofzs the
excitatory and receptive fields (normal distribufi@and for the
density of buttons distribution in the dendritic damxonal
arbors (Figure 04).

The structure is built in three parts, which areveed in the
Figure 07, afferent fibers, Figure 08, internal mections, and
efferent fibers. The afferent fibers connect théneeand the
LGN. There are in the retina approximately 100 pheteptors
for each LGN cell. Following this proportion, inettproposed
structure are 100 connections for each neuroneofitkt layer.
The excitatory field of each cell involves a regiavith

approximately 1,000 positions in the afferent plaighe
hundred of photoreceptors connected with each L@Nron
are chosen following an uniform random distributioFhe
efferent plate is innerved in the same way. Eaalrareof the
-1l layer, the last layer of the structure, cauts with 100
points of the efferent plate, uniformly distributedone region
with 1,000 points. The internal connections, fot lalyers,
follow the proportions showed in the Figure 04, weh¢he
density of buttons in the dendritic arbor is showed

Dynamic of the Program

The computational structure is shown in the Fig08e
Initially the software builds the neural network sbd on
biological parameters that include the density efinons in
each layer, the function of density of buttons hie tlendritic
and axonal arbors, and the schemes of signalldisih in the
primary visual cortex of the macaque monkey. Indbguence
it reads a file with the image that will be procéssthe neural
network. At the present time of the research, thage is just

black or white.
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Figure 09: Computational structure of theeuronalSYS
program. In the bottom, it is a sequence of evdatsthe
actualization of the whole matrix of the program.

The figure shows the central looping of the programthe
bottom is the sequence of events: dendrites, sgsa@xons
and action potential. Following the looping:

1. The signals in all dendritic arbors of the struetgp to the
next level, level_d + 1, with the correspondentmttation.
2. All synapses with AP transfer the signal to the di#es.

The same thing happens with the afferent fibers tha
innerve the parvocellular layer of the LGN. The#®eifs
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provide excitatory inputs that come from gangliefis
signal _in = attermation . signal _in +
PSPZ signal _ ouf kLt
. . ~out

3. The APs in all axonal arbors go to the next leleslel_a +
1, always with the same value. The efferent fitiexasmit
the signal to the efferent plate, which is the alspart of
the program.

signal _out, ., =signal _out,_,,

4. |If the signal that arrives in the somata its equagireater
than the critical threshold level of fire, and tedl is not in
his refractary period, one action potential is gatez.

The efferent plate represents the signal patter [deves
the network each time interval. The values for eaasition of
the plate, zero or one, is saved in the effergyjt{xatrix. The
behavior of this matrix is studied here.

RESULTS:

The construction and operation of the proposed aralr
network reproduces the main characteristics of ghenary
visual system of the macaque monkey, according h® t
available data in the literature. The considereglore covers
retina, LGN and the V1 layers, VI, I\Cand II-lll. The
implemented structure is represented in a scherfwtitin the
Figure 10. The signals that come from V1 are carsid the
final representation of the data acquisition circlihe density
functions of buttons are based on experimental
(CALLAWAY, 1998; O'KUSKY e COLONIER, 1982; LUND,
1984). They are discretized in levels that represetervals
travelled by the signal in 1us, that is the compsitéme unit.
This organization reduces the amount of computation
memory required. Despite that, considering thedangnount of
connections in each V1 unit of volume, the propasetdvork is
adjusted for cortical surfaces around @t to 3.16 unt.

| ]
RETINA— LGN VI o= WO — 1 — V2
I I

Figure 10 —Schematic representation of trNeuronalSYS
structure.

The Figure 11 shows the distribution of buttonsthe
dendritic and axonal arbors generated by the pnogtoth
curves agree with the distribution showed in Figi4e

The synapses are distributed amongst the dendghuitic
axonal arbors wusing, respectively, one-dimensioraild
exponential Gaussian probability distributions, evhare valid
for all the neurons existent in the network. Intbatses a
RANDOM routine is used, that generates a pseudderan
sequence that is equally distributed. The objedsved make
the button distributions in each arbor meet thdritigtions
used, and that the positioning of each button beseh
randomly. Figure 11A shows the results for thediites. The
arbor is divided in 100 levels and the distributistentered on
the intermediate spot. The curve’'s opening depemishe

data

standard deviation. Each neuron, individually, dolé the
theoretical curve, presenting little dispersion,saswn in the
figure. In this case two IVE neurons were randomly chosen,
the (30,25) and (6,30) neurons. The curves repmdoe way
in which the buttons, that they form, distributeniselves in
the dendrites of the neurons in Il-lll. The stamddeviation
controls the probability of connections occurring the
extremes. In this paper the standard deviation ised= 10.
This choice concentrates the majority of the budtam the
region situated between the levels 20 and 80. EidLiB,
shows the button distribution in the axons. Theotbgcal
exponential function used reduces the probability o
connections occurring close to the soma. Even thobgth
figures are showing just the connections betweerWiCp and
lI-111 layers, they exemplify what occurs in allylers. This is
also true for each of the neurons used in the ceengu
structure. All of them have distributions of butsoin the
dendritic and axonial arbors similar to those shawnthe
figures.
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Figure 11 — (A) Distribution of buttons in the deitid arbors
following Gaussian functions. Each interval in thbscises
represents a distance of 1,0 um, that is travieledcomputer
time unit of 1,0 ps. Both the button distributiosirve
produced by two neurons of the IgQCayer, the (30,25) and
(6,30) neurons, and the theoretical curve are sempted. (B)
Distribution of buttons in the axonal arbors foliogy
exponential functions. Each interval in the abscigpresents a
distance of 20 um, that is traveled in a computee tunit of
1,0 ps.

For the construction of the network was used a gzeu
random generating routine with uniforme distribatiexistent
in the FORTRAN 90 compilator, from COMPAQ (Compaq
Visual Fortran Professional Edition 6.6 a), the R20OM
routine. This routine utilizes a SEED that defites random
sequence produced. That is, to produce a diffepseudo-
random sequence a different SEED is necessaryalfjogithm
used a modified version of the random number géoera
proposed by PARK and MILLER (Random Number
Generators: Good ones are hard to find, CACM, Gatdl988,
Vol. 31, No. 10). Routines of this type may cont@ndencies
in the beginning. In order to avoid this in the gnam the first
5,000 numbers are slighted. The question that esseig
whether the properties of the generated networldependent
of the value used for the seed. To verify this, tesults
produced by four different seeds in the constructid the
network and in it's dynamic are compared. The seeskxl
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were: SEED = 1, SEED = 12345, SEED = 79891 and SEED

999999. The dynamic of the network is easily obsérin the
exit of the V1. Figure 12 shows the distributiontbé action
potentials in the computer time of 135 ps for akes. All

results show the same pattern. Despite the smiédireince in
the position of the synapses, the overall behaspeats itself,
showing that the seed used in the random routires dwmt
influence the results. The number of action po&dsitiis

practically constant and they are situated in quatitions that
reproduce the same image. Therefore, it has coedltitht the
results obtained with the network are independemh the seed
chosen at the beginning of the random routine usethe

program.
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Figure 12- Exit patterns of the network. The figure shows

behavior of the network for several seeds for thedom

routine used for the construction of the networkeTseeds
utilized are, clockwise, 1, 12345, 999999 and 798%E points
in the figure represent the positions of actioneptils within

the computer time frame analyzed.

CONCLUSIONS

The proposed neural network reproduces the main

characteristics of the macaque monkey visual systerm the
retina (afferent plate) to the exit of the primafigual cortex

(efferent plate). It is built based on biologicarameters that

describe the density of neurons and buttons in lepgers of the
visual cortex and in the parvocellular layer of tteeral

geniculate nucleus. The function of density of bugtis based
on experimental data (CALLAWAY (1998), O'KUSKY and

COLONIER (1982), LUND (1984)). One of their propestis
the division of the dendritic and axonal arborsraspectively
100 and 10 levels, in way to reduce the numberuttfobs in
two orders of greatness. Because of it, the sinomadf the
primate primary visual cortex is possible, in thartp
corresponding to the recognition of static objects
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